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ABSTRACT

Research into understanding humor has been investigated
over centuries. It has recently attracted various technical ef-
fort in computing humor automatically from data, especially
for humor in speech. Comprehension on the same speech
and the ability to realize a humor event vary depending on
each individual audience’s background and experience. Most
previous works on automatic humor detection or impression
recognition mainly model the produced textual content only
without considering audience responses. We collect a corpus
of TED Talks including audience comments for each of the
presented TED speech. We propose a novel network architec-
ture that considers the natural entanglement between speech
transcripts and user’s online feedbacks as an integrative graph
structure, where the content speech and online feedbacks are
nodes where the edges are connected though their common
words. Our model achieves 61.2% of accuracy in a three-
class classification on humor impression recognition on TED
talks; our experiments further demonstrate viewers comments
are essential in improving the recognition tasks, and a joint
content-comment modeling achieves the best recognition.

Index Terms— viewer comments, humor recognition,
entangled network, speech content

1. INTRODUCTION

Humor plays an important role in human’s social commu-
nication, e.g., positive humor styles and social competence
have been shown to be positively correlated [1]. Research
into seeking the reasons behind humor and laughter has dated
back in the Classical period of Ancient Greece [2] [3]. There
are three main theories of humor in modern literature [4]. The
superiority theory states that people laugh at others misfor-
tune with their superiority in their background [5]; the relief
theory states that laughter and humor are used to release psy-
chological tension and overcome social inhibitions; the incon-
gruous theory indicates enjoyable events that are unexpected
and violate our usual mental pattern are considered humor-
ous [6]. There is a continuous scientific effort into unpacking
what constitute a humor impression from both perspectives
of production and perception. Interpretation (perception) of

humor depends highly on an individual’s mental state and ex-
perience. This effect is especially critical when planning on
delivering a funny or humorous speech when the interpreta-
tion of the same content can vary depending on each audi-
ence’s viewpoint. The clear evident, e.g., audience laughter,
of humor events further underscores the importance of inves-
tigating the audience response in understanding humor.

Computational models have also been developed in com-
puting humor using data often with an aim at advancing
human-computer interface design [7], i.e., making computer
more user-friendly, cleverly interact with humans, improv-
ing user experiences [8]. Many prior works have focused
on automatically detecting humor from the produced con-
tent, specially focusing on the textual content. For example,
Mihalcea and Strapparava collect a large one-liner dataset
from the web and design stylistic features to detect humor
[9]; Davidov et al. recognize sarcasm on tweets and product
reviews by comparing surface word patterns [7]; Chen and
Soo use convolution neural network on various text-based
datasets [10], while Weller and Seppi use Transformer-based
model [11] [12]; Chandrasekaran et al. focus on visual humor
that is to predict how funny a scene is [13]. Most prior com-
putational works on detecting humor use textual information
concentrate on data of short sentences or dialogues; very
few works have considered content such as public speech,
sitcoms, and movies.

Our goal in this work is to detect viewer’s rating of humor
impression on public speech, specifically TED talks, using
textual data. Aside from working on a new medium of humor
messages, we propose to recognize humor impression by inte-
grating both the produced speech content, i.e., transcript, and
viewers responses, i.e., comments left online, using a novel
graph network learning architecture. Online comments can
be seen as a perceptive record from the user perspective after
one experiences the media content. Many past works have uti-
lized these online data in a variety of predictive tasks; for ex-
ample, Lei et al. build a social-rating based recommender sys-
tem by applying sentiment analysis on comments and reviews
[14]; Jamali and Rangwala use the number and the length of
comments to predict popularity scores on their service [15].
Specifically, we propose a comment-content entangled net-
work that is composed of two sub graphs to perform a three-
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class humor impression rating classification tasks. One of the
sub graphs is from the TED talk transcript and another one
is from the online comments, where the two graphs are fur-
ther linked through their common words. We use 1618 talks
from the top viewed TED Talks videos, where the task is de-
fined base on the proportion of viewers that rates a given pre-
sentation funny. Our framework achieves 61.2% accuracy on
this task, which is a 3.36% improvement over conventional
content based textual features. We additionally examine the
predicted humor level for the words in the TED talk corpus.

The rest of this paper is organized as follows: section 2
demonstrates the proposed framework, the dataset, and the
method on features extraction; section 3 shows the details of
our experiment setup and results; we summarize the proposed
method and future work in section 4.

2. RESEARCH METHODOLOGY

2.1. TED Talks Dataset

TED is a global community under the mission of spreading
ideas, looking for deeper understanding of the world. Under
the slogan of “ideas worth spreading”, conferences on inspir-
ing ideas shared from a diversity of people are held all around
the world. TED.com is an online archive that collects videos
of profound and influential talks from those events, and view-
ers that are willing to engage in ideas with each other grav-
itate to this website that creates a large online community.
Users can leave comments on the talks and exchange views
with others in the discussion forum. Instead of simple like
and dislike, users can also rate the talks with fourteen dif-
ferent impression keywords, i.e., beautiful, confusing, coura-
geous, fascinating, funny, informative, ingenious, inspiring,
jaw-dropping, long-winded, obnoxious, ok, persuasive and
unconvincing to describe impressions on talks.

In this work, we collect the most viewed 1800 talks on
the TED website. We download the videos, transcripts, com-
ments and vote counts for all ratings of each talk. Other meta
attributes like video length, tags and description are also in-
cluded. Only the top-level comments are considered as the
viewer’s comment to the video, other discussion under oth-
ers’ comments are not taken into consideration in this work.
Some talks which are not in English are eliminated, and other
contents that are not in the form of speech such as music and
magic performances are also manually removed. A total of
1618 talks remain in our dataset. Table 1 gives a summary
of word statistics for the content and comment portion of this
dataset.

2.2. Label Definition

Every keyword has its corresponding number of votes. Since
the raw number of votes would correlate highly to the view
count, we first perform normalization between the votes of

Table 1. Statistics of words in the TED Talk dataset.
Avg. #words in each talk Content 2024.9

Comment 9063.2
Avg. unique #words in each talk Content 577.7

Comment 1584.3
Unique #words Content 47071

Comment 179680
Unique #words in Content and Comment 190745

Avg. #comments 110.4

different keywords for each single video to obtain the vot-
ing proportion of each keyword, i.e., the percentage of each
keyword voted among all keywords. We focus on the key-
word “funny” in this work. By comparing the percentage
of “funny” in the dataset, the samples are split into “low”,
“medium”, and “high” categories using cutoff point of 33%
quantile and 66% quantile. The label can intuitively be inter-
preted as the extent of an aggregated degree of humor impres-
sion from the TED talk online viewing community.

2.3. Text Graph Convolutional Network

Graph convolutional network, proposed by Kipf and Welling
[16], can efficiently model the information propagation on
graphs and also learn representations of nodes. A single
layer of graph convolution can aggregate the information
from one-hop neighbors for each node. Considering a graph
G = (V,E) with N nodes vi ∈ V , edges between nodes
(vi, vj) ∈ E, a self-looped adjacency matrix A ∈ RN×N ,
and a degree matrix Dii =

∑
j Aij , we describe a two-

layer GCN for node classification as f(X,A) on the data
X ∈ RN×C with N nodes of C-dimensional feature vectors
and the adjacency matrix A. The inference of the model can
be written as

Z = f(X,A) = softmax(ÂReLu(ÂXW (0))W (1)) (1)

where Â is the normalized symmetric adjacency matrix de-
fined as Â = D−

1
2AD−

1
2 and W (0),W (1) are the learnable

weight matrix for feature transformation in the first and the
second layer, respectively. The objective function of a classi-
fication task of label Y is the masked cross-entropy error that
only evaluated on the labeled training samples YL.

L = −
∑
l∈YL

F∑
f=1

Ylf lnZlf (2)

Yao et al. further extend this framework to text based clas-
sification, termed as Text GCN [17]. The text graph is built
with word nodes, document nodes, word-to-word edges, and
word-to-document edges. The edge weights of the text graph
is designed based on the dataset’s global word co-occurrence
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Fig. 1. The schematic of our proposed framework. We first build the content graph and comment graph. A graph includes
document nodes, word nodes, and edges between nodes. We use BERT embedding initialization for node representation and
custom edge weights are point-wise mutual information or TF-IDF based on type of the node. Then, the two graphs are merged
into a joint embedding graph by concatenating the node embeddings and re-weighting the edges. This joint graph is fed into the
graph convolutional network for training and evaluation of the given labels. The loss of classification task is the cross-entropy
between last layer as decision score Zi and label Yi, for a document node i.

as follows:

Aij =


PMI(i, j) i, j are words, PMI(i, j) > 0

TF-IDFij i is word and j is document
1 i = j

0 otherwise

(3)

where PMI stands for point-wise mutual information defined
as:

PMI(i, j) = log
p(i, j)

p(i)p(j)
(4)

where p(i), p(j), and p(i, j) are the probability of appearance
in the corpus for word i, word j, or both words, respectively.
By splitting a document into sliding windows, the probability
of appearance is defined as the number of windows containing
the word divided by total number of sliding windows.

In this work, we utilize Text GCN as our main building
block. We propose a joint graph that combines both content
and comment representations as shown in Fig. 1. By feed-
ing a single joint graph into graph convolutional network, we
can improve the node embedding by considering both speak-
ers’ and viewers’ perspective. First, the content graph and the
comment graph are built separately, where each structure is
similar to a TextGCN. For content graph, the transcript for
each TED talk is defined as one document. We only take top
2000 most occurring words after removing stopwords with
spaCy toolkit [18]. For comment graph, the whole comment
section under one talk is treated as a document. The word
nodes are also limited to the top 2000 words of most occur-
rence in all comments. Since the number of unique vocabu-
lary words in comment space is much larger than the coun-
terpart in content space, we take the same amount of words
from both spaces. Intuitively, we want to equalize the influ-
ence from both spaces when performing graph combination
and also to reduce graph size and complexity. After build-
ing both graphs, we further merge them into a joint graph by

combining nodes and edges. The document nodes are merged
by directly concatenating the textual feature embeddings from
both spaces. The word nodes are chosen either through union
or intersection of the two sets of word nodes. The feature
vector of the merged word nodes are also vector concatena-
tion from the two spaces. However, when encountering out
of vocabulary issues on one side, we fill the representation
with random normal vector of the same length. The edges are
merged using average weight from two sides if both connec-
tivity exists from content graph and comment graph.

2.4. Feature Extraction

In terms of text representation, we take a different approach
from the one proposed in [17], i.e., using identity matrix
which treats each node as orthogonal one-hot vectors. Since
the relation between content and comment might not be un-
related, we select the pretrained BERT model provided by
huggingface [19] for better initialized textual representation.
BERT model would encode a single sentence into a sequence
of word vectors. We use the word vector of each word as a
building block and aggregate the lower representations into
upper level by averaging the sequence of vectors. Hence, a
sentence embedding is obtained by averaging the word em-
bedding sequence, and a paragraph embedding is computed
as averaging over sentence embeddings. The required four
sets of feature vectors in our framework are word represen-
tation and document representation in both the content and
comment space.

The content information is extracted from transcript of
each talk, which is treated as a single paragraph. The content
representation would be an aggregation through word embed-
dings and sentence embeddings to a single paragraph embed-
ding. A single comment from a user is defined as a paragraph.
Therefore, the whole comment section is treated as an upper
level of paragraphs, which is composed of multiple indepen-
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Fig. 2. The confusion matrix of the classification result using
TextGCN(Union).

dent comments. The final representation of the whole com-
ment section is the mean of paragraph embedding from each
comment. In case of the word representation, it is the average
of word vectors from the collection of multiple word appear-
ances in the content corpus and comment corpus, respectively.

3. EXPERIMENT SETUP AND RESULTS

3.1. Experiment Setup

In this work, we perform a three-class classification on key-
word “funny” in the TED dataset for humor impression recog-
nition. The architecture of our network includes two graph
convolution layers followed with a linear layer with dimen-
sion of {128, 16, 3}. ReLu activation function and batch-
normalization are applied between graph convolution layers.
We first split the samples into training and testing set with a
80% - 20% split. The hyper-parameters are optimized with a
5-fold cross validation within the training set. We then evalu-
ate the model on the testing set, reporting accuracy as the final
metric. The initial learning rate is set as 0.0001 with a sched-
uler decaying the learning rate by 0.25 every 500 epochs. We
train the model using a total of 1000 epochs.

We compare our proposed method in with various base-
line and other prior works listed below:

• Text Embedding

– BERT: An encoding vector with length of 768
using “bert-base-uncased” pretrained model from
huggingface is used as our text features [11] [19].

Fig. 3. The distribution of word prediction in each document
sample from low and high class. We examine the word dis-
tribution in documents and their portion in “low” and “high”
class. There are larger portion of words that are predicted as
“low”. The similar phenomenon occurs in the document pre-
dicted as “high”, which has more words predicted as “high”.

– Infersent: A sentence encoding vector with
length of 4800 that combines both uni- and bi-
directional pretrained model outputs is used our
text features [20].

– OneHot(all words): One-Hot encoding method
used in [17], where each node is represented as
an independent dimension, is used as our text fea-
tures. We use all the words as word nodes.

– OneHot(2000 words): Similar to OneHot(all
words), but we only take first 2000 words of top
appearance in this setup as our text features.

• Recognition Model

– SVC: Linear support vector classifier is used as a
conventional model baseline for classification.

– TextGCN: A base framework described in sec-
tion 2 is used as a state-of-the-art comparison
framework.

– TED Projection: A framework that jointly lever-
age content and comment by performing intra-
class projection from content to comment space,
which is proposed in Chen et al. [21].

– TextGCN(Intersection): The framework pro-
posed in this work. When joining two graphs
of content and comment, we take intersection of
unique words between the two spaces instead of
union.

– TextGCN(Union): The framework proposed in
this work. When joining two graphs of content
and comment, we take union of unique words of
the two spaces.
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Table 2. The results of models considering content, comment, or both by concatenating. The reported numbers are accuracy.
Content Comment Both(concat)

SVC BERT 55.6% 54.6% 59.9%
SVC Infersent 55.9% 58.3% 59.3%

TextGCN BERT 57.9% 54.1% -
TextGCN Infersent 57.1% 55.2% -
TextGCN OneHot(2000 words) 53.7% 54.3% -
TextGCN OneHot(all words) 57.4% 58.0% -

TED Projection Infersent - - 59.0%
TextGCN(Intersection) BERT - - 57.8%

TextGCN(Union) BERT - - 61.2%

3.2. Experiment Results

Table 2 is the classification results. The columns with header
“Content” and “Comment” are the results considering either
content space or comment space solely. We first examine
the models using content text data only. TextGCN has about
the same performance with different feature representations
methods and achieves +2% improvement compared to SVC.
The accuracy drops dramatically when using one-hot encoded
features on only 2000 words of top appearances, and this phe-
nomenon also happens in the comment space. This indicates
that with a single space text network, TextGCN requires the
entire set of word instead of only high occurring words to
take advantage of relation between word and document. The
same phenomenon, while less obvious, is still evident when
using the comment space text features only. Furthermore,
when comparing the accuracy obtained from using content
and comment separately, we observe that the performance is
slightly better when using comment space. This indicates that
viewer’s comments would have a stronger connection to the
voted impression of funniness, which means the viewpoint
from the audience are intuitively more reflective of the im-
pression.

The rightmost column in Table 2 shows the results ob-
tained by using our proposed comment-content entangled text
network. Generally, we see that the performances obtained
by combining features from both spaces outperform content
space or comment space alone. When taking intersection of
words, i.e. the words appeared in both sides, to build the joint
graph, the model does not show any improvement even with
features from both spaces. When we include the words not
in the content side, i.e., union of the words from both content
and comment space, the proposed framework achieves the
best accuracy of 61.2% in this three-class classification task.
Figure 2 shows the confusion matrix of the TextGCN(Union).
Our experiment demonstrates a key observation that addi-
tional information from comments can provide a perspective
from viewers that is distinct from the speaker-planned con-
tent, and these two information do complement each other
in this humor classification task when jointly consider the

relationship between the two perspectives.

3.3. Analysis on Word Distribution

Since our proposed use of graph convolution network natu-
rally perform a semi-supervised learning, we can simultane-
ously examine the prediction outcomes not only on document
nodes but also on the word nodes to help investigate the un-
derlying working mechanism of the model intuitively. Unlike
document nodes which have labels based on votes, the word
nodes are unlabeled and serve as an information propagation
bridge between each other. As shown in Fig. 3, we select
one of documents predicted as “low” and “high” class, and
all the words within the selected document can also be pre-
dicted using the trained model. An intuitive observation is
that when a document is predicted as “low”, it would con-
tain more words predicted as being in the“low” class. “High”
words also hold higher portion in a “high” document. This
demonstrates the mechanism using graph convolutional net-
work to aggregate/propagate information between different
levels of lexical information (e.g., words to document or vice
versa). We further show actual comments with highlighted
words from the dataset in Fig. 4. Those words in red are the
words predicted as “high”, those in gray are words out of vo-
cabulary (not in the 2000 words), and words in black are in
“medium” and “low”. While the prediction on words seems
to be noisy mostly due to the word-level prediction where the
label is placed on the whole talk, the model does success-
fully capture several some keywords related to humor such as
“funny”, “entertaining”, “joke”, and “humor” etc.

4. CONCLUSIONS AND FUTURE WORKS

In this work, we propose a comment-content entangled graph
network that models the textual data of both content of TED
talks and online viewer’s comment for these talks, i.e., repre-
senting perspectives of speakers and audiences. We propose
to leverage this joint content-comment modeling by integrat-
ing perspective of audiences through addition of a graph of
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Fig. 4. Some sample sentences from semi-supervised learning on word nodes. The words in red are predicted as “high”, the
words in gray are those out of vocabulary, and the remaining words in black are in class of “low” and “medium”. Despite being
noisy, the model captures key funny and humor related words.

social comments into the conventional text-based computa-
tional framework (i.e., usually operated only on the content
alone). We evaluate our framework in a three-class humor im-
pression recognition tasks using the TED talks dataset. Our
framework also outperforms other recent work about impres-
sion recognition on the same TED Talks dataset. To best of
our knowledge, this is one of the first work that jointly models
the content and user feedback with a text-based graph struc-
tural framework to perform overall impression recognition
that also provide intuitive insights on how viewers respond
to the content down to the word-level. For future work, since
the word and document embeddings involve several steps of
aggregation, here we set all the aggregation function as aver-
aging; this hierarchical nature of aggregation should be fur-
ther modeled to derive a better representational approach. We
also plan on investigating other types of media content, e.g.,
movies, and jointly unpack these heterogeneous types of me-
dia to understand its relationship to the audience feedbacks in
better predicting the overall impression ratings of these media
data.
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