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Abstract

Being able to distinguish the differences between deceptive and
truthful statements in a dialogue is an important skill in daily
life. Extensive studies on the acoustic features of deceptive
English speech have been reported, but such research in Man-
darin is relatively scarce. We constructed a Mandarin decep-
tion database of daily dialogues from native speakers in Tai-
wan. College students were recruited to participate in a game
in which they were encouraged to lie and convince their oppo-
nents of experiences that they did not have. After data collec-
tion, acoustic-prosodic features were extracted. The statistics of
these features were calculated so that the differences between
truthful and deceptive sentences, both as they were intended
and perceived, can be compared. Results indicate that differ-
ent people tend to use different acoustic features when telling a
lie; the participants could be put into 10 categories in a dendro-
gram, with an exception of 31 people from whom no acoustic
indicators for deception were found. Without considering in-
terpersonal differences, our best classifier reached an F1 score
of 53.37% in distinguishing deceptive and truthful segmenta-
tion units. We hope to present this new database as a corpus for
future studies on deception in Mandarin conversations.

Index Terms: deception, trust, computational paralinguistics,
Mandarin, corpus

1. Introduction

Deception analysis and detection not only is a significant skill
when dealing with financial fraud related scenarios [1], but also
plays an irreplaceable role in our daily dialogues with other
people. Among features of different modalities, the acoustic-
prosodic features have been used for deception analyses in
many works. Almost all of the existing databases are in English
[2, 3], probably because up to now deception-related research is
predominantly driven by Western countries. It was also argued
that more attentions needed to be put on the automatic decep-
tion detection in Asian languages [4]. The cultural differences
and ethical considerations [4] tightly correlate the behaviour
of deception, therefore we hope to discover how acoustic cues
are demonstrated from the interaction between Mandarin native
speakers.

A Mandarin database was constructed by collecting decep-
tive speech from a game [5, 6]. Participants were asked to
prepare either a fake or a truthful story about themselves and
present it in front of two interviewers. In this work, we intended
to collect deceptive speech from open conversation speech and
the resulted data are referred to as daily deceptive dialogues
(DDD).

Daily deceptive dialogues can be encountered everywhere
in our life but little research focused on it because the data are
hard to collect and tricky to handle at the labeling stage. In this
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work, an interactive game was designed for DDD data collec-
tion and we were able to collect about 27.2 hours of the record-
ing data. The subjects are gender-balanced and are all native
speakers of Mandarin with different degrees of Taiwanese ac-
cents.

During the experiment, the subjects were assigned to lie
about one or two out of three topics according to a questionnaire
they filled when being recruited. Then, each of the game ses-
sions would invite two subjects to chat about all the topics, and
their job was to deceive their opponents. We are interested in
what combinations of acoustic features that the subjects might
have utilized, consciously or not, to convince their opponents
about experiences that they did not have.

The remaining sections are organized as follows. Related
research is reviewed in Sec. 2. The detailed procedure of con-
struction of our Mandarin DDD corpus is described in Sec. 3.
Sec. 4 statistically analyzes the corpus based on acoustic fea-
tures and Sec. 5 describes our preliminary results of the au-
tomatic deception detection. Discussion and conclusions are
given in Sec. 6.

2. Related work

This topic has been discussed for several years and a persist-
ing dilemma is that, at the stage of data collection, the subjects
might be influenced by fear and stress and thus lack the spirit
of lying [7]. Therefore, the existing English deceptive corpora
paid much effort at the stage of collecting data [2, 8]. The Inter-
speech 2016 ComParE Deception Sub Challenge [3] provided
Deceptive Speech Database (DSD) and a baseline acoustic fea-
ture set [9, 10] achieved an unweighted average recall (UAR)
score of 68.3%. This baseline feature set consists of statistics
from various functionals over low-level descriptor (LLD) con-
tours [11, 12]. Levitan et al. [13] combined the baseline feature
set with LIWC [14], DAL [15] and phonotactic variation fea-
tures to reach 69.4% on the DSD testing set through the sequen-
tial minimal optimization algorithm. In addition, they trained
and evaluated across corpus with Columbia Deception Corpus
(CDC) [2] and suggested that the acoustic-prosodic features do
generalize and are promising for deception detection. Sondhi
et al. [16] also showed that under stressful circumstances when
telling lies, the emotional and cognitive states experienced by
the subjects would influence their acoustic features.

For the spoken language Mandarin, Cheng Fan et al. con-
structed the SUSP-DSD corpus [5, 6] through a three-phase ex-
periment designed to obtain deceptive descriptions in different
scenarios; however they only used the third phase for evaluation
due to the difficulties about the setting of baseline. Another lim-
itation of their work is that the scale of the SUSP-DSD corpus is
smaller when comparing with the existing English corpora. We
know that the behaviours of deception diverge among individu-
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Figure 1: The recording environment. Our member (middle)
was instructing the subjects about the game. During the game,
our member would leave and monitor the room from outside.

als. Therefore, the scale of the deception corpus is an indispens-
able element especially for the purpose of generalization. Xi-
aohe Fan et al. [17] further extracted Mel-frequency cepstrum
coefficient (MFCC) and zero crossing rate (ZCR) from SUSP-
DSD corpus as features for K-SVD algorithm. This sparse coef-
ficients based algorithm reached an accuracy of 72.95% which
is better than their previous work.

3. DDD corpus of Mandarin
3.1. Subject recruiting

In order to minimize emotional effects from the environment
and the experiment itself, we designed the experiment as a
human-interactive game. All of the subjects are native speak-
ers of Mandarin with Taiwanese accent and are aged from 20 to
25. When recruiting, the subjects were picked based on whether
they had sufficient experiences about the questions on the ques-
tionnaire, which was the same questionnaire they would use
when playing the game. The way each question on the ques-
tionnaire were carefully crafted so as to minimize the chance
of eliciting ambiguous answers during the game such as, ‘Oh, I
forgot when I attend the club’ or ‘It has been a long time so I for-
got the details’. The following are our three questions: ‘Have
you ever competed in ball games?’, ‘Have you ever attended
any music instrument competitions, or performed in a concert
after senior high school?’. ‘Have you ever attend any perform-
ing club and its final presentation?’. In total, 100 subjects were
hired, consisting of 50 male and 50 female subjects. The design
of the game was approved by the IRB of National Tsing Hua
University (Record No. 10612HE(092).

3.2. Daily deceptive dialogue corpus of Mandarin

Each session of the game was participated by two subjects who
had never met before the game. The questionnaire contained
3 questions. Both subjects were assigned one or two deceptive
questions according to the questionnaire they filled in when re-
cruiting. Here, we assumed that deception should not be too
difficult because DDD appears in daily life, and this is opposite
to the designing spirit of [2]. To encourage the subjects to con-
vince their opponent, we provided a secret gift to the side who
earned the most trusts on these three questions. Data from 4 out
of 100 subjects had to be abandoned due to recording problems.
In the end, we collected about 27.2 hours of clean recording data
consisting of 14 pairs of female-female, 14 pairs of male-male
and 20 pairs of female-male subjects. The following analyses
are based on these 96 subjects.
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3.3. Recording environment and equipment

The experiment was conducted in an sound-proof and sound
absorbing studio (Fig.1). In each session, two subjects were
instructed to sit on the chair face to face without separated by
a curtain. Two directional microphones (SHURE SM58) were
pointed to the subjects individually and were fixed by stands.
The recording interface was MOTU UltraLite-mk4 sound card
with Cubase Pro 9.0 recording software. The format audio was
24-bit, mono channel with a sampling frequency of 44.1 kHz.

3.4. Segmentation unit organization and labeling

The segmentation unit in this paper is sentence-like unit (SU)
which is different from the inter-pausal unit (IPU) of [2]. We
think IPU is not suitable for our corpus because if the sub-
jects stammer or pause, this kind of method loses information
and is inconsistent. As a result, if we define the side who
raise questions as inferviewer and the side who responses as
interviewee, the responses of each subject form a set of SUs,
which have been manually organized by the following indices:
1 = 1,2,3 is the index for questions on the questionnaire,
and j = 1,2,...,m(i) is the index for subquestions raised by
the interviewer for the ¢th question on the questionnaire. Let
n = n(i, j) denote the number of SUs from one interviewee to
each subquestion. Then, for each ¢ and j, we have organized
the set of corresponding SUs as follows,

n(i,j)
k=1

qi; = {SUx (D

where SUj, denotes the kth SU in ¢;;. Then, the set of all SUs
responded by a subject to question ¢ = 1, 2 or 3 can be defined,

Qi = {ai} 7.

Finally, the set of all the responses from a subject can be ex-
pressed as 7 = {Q1,Q2,@s}. Thus, all the SUs are stored in
different files under different folders.

Two kinds of labeling were proposed in [2, 18], one is lo-
cal deception and the other is global deception. It is known
that not all of the components are deceptive when a lie is told.
Therefore, local deception defines the ground truth of each re-
sponse while global deception counts all responses toward one
question as the same label. Due to the design of the present
experiment, we could only adopt global deception as our label-
ing method. Nevertheless, in addition to the ground truth of
each question provided by the interviewees, we also collected
the interviewers’ guessed answers. In this paper, the number
of the truth/deception SUs in all, male and female subjects are
2356/2082, 1087/1018 and 1269/1064, respectively; the num-
ber of perceived truth/deception of SUs in all, male and female
subjects are 2914/1524, 1574/542 and 1340/982, respectively.
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3.5. Eysenck Personality Questionnaire (EPQ)

Participants were all asked to fill an EPQ after they finished
the experiment. EPQ has been slightly modified according to
the cultures and customs of different countries [19]. The EPQ
we used in this experiment contains 85 items which was edited
from [20]. EPQ is used to assess the personality traits of a per-
son from the following four factors. Extraversion (E): Those
who score high in this dimension show the characteristics of
outgoing, talkative and desire to explore. Those who score low
tend to have a stable emotion, stay distant to people except inti-
mate individuals and lead a regular life. Neuroticism (N): It is
characterized as a normal behaviour instead of symptoms. High



Table 1: A list of common acoustic indicators for
each group clustered in Fig. 2, respectively. Group
A to J vrepresent the 10 branches from left to right
in Fig. 2.  The acoustic indicator indices are: I=In-
tensity_mean, 2=Intensity_pstd, 3=Intensity_max, 4=Inten-
sity_range, 5S=Formant_l_mean, 6=Formant_2_mean, 7=For-
mant_3_mean, 8=Pitch_.mean, 9=Pitch_pstd, 10=Pitch_max,
11=Pitch_range, 12=Duration, 13=SilR.

Group Number of people Common Indicators
A 4 3,4,9,10, 11
B 6 10, 11

C 4 51

D 9 6

E 9 7

F 31 None

G 8 12

H 6 8

I 10 3

J 8 4

scores might implies depression and anxiety so as to lack of ra-
tionality. Psychoticism (P): It exists in all individuals with dif-
ferent degrees. Those who score high might love to stay lonely
and be inconsideration so as to be hard to accommodate new
environment. Lie (L): This factor has not been theoretically
specified but has connections with other questionnaires. It rep-
resented an stable measurement ability across cultures.

4. Statistical analyses

Before digging into the corpus, we explored how well the sub-
jects performed during the game. We define successful lie ratio
as the number of successful global lies divided by the number
of lies told; successful lie detection as the ratio of the number
of successful lie detection to the number of lies told; success-
ful truth detection as the ratio of the number of successful truth
detection to the number of truth told, which is the same as [21].
Results show that, weighted by the number of SUs, the suc-
cessful lie ratios are 56.24% for all subjects, 54.91% for male
subjects and 57.52% for female subjects. The SU-weighted suc-
cessful lie detection ratios are 43.76% for all listeners, 34.38%
for male listeners and 52.73% for female listeners. The SU-
weighted successful truth detection ratios are 73.98% for all
subjects, 89.88% for male subjects and 60.36% for female sub-
jects. These numbers can be compared against when developing
algorithms for automatic deception detection.

Next, it would be of interest to see if there is any correlation
between those who successfully deceive others and who suc-
cessfully detect lies. Results indicate that there is a weak corre-
lation between these two factors (r(96) = —0.026, p = 0.804).
When considering the gender, however, results indicate that
male subjects have positive correlation while female subjects
have the opposite (male: r(48) = —0.144, p = 0.330; female:
r(48) = 0.076, p = 0.607).

The weak correlation of the factors might be due to that
the parts each individual put emphasis on were quite differ-
ent when producing vs. listening to verbal statements. Next,
acoustic-prosodic features were individually analyzed for dis-
cussion. Section 4.1 describes the definitions of these features.
Then t-tests was applied to quantify intra-subject and inter-
subject differences. Intra-subject analyses characterizes indi-
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Table 2: The acoustic indicators of deceptive and truthful pro-
duction/perception. P values are corrected by controlling the
FDR at o = 0.05. The acoustic indicators (*): p < 0.05;
non-indicators (-): p > 0.05.

Feature All Male Female
Intensity_mean wE LR */-
Intensity_pstd AS -/*
Intensity _max E LR */-
Intensity_range EH]- -/-
Formant_1_mean */-  -/- -/-
Formant_2_mean -/*  -/* */-
Formant_3_mean */* -/* */-
Pitch_mean kE o [E */-
Pitch_pstd [k -/-
Pitch_max kE[E */-
Pitch_range -~ - -/-
Duration -/- -/- -/-
SilR -F /- -/-

vidual persons and the data seem to suggest that there exists a
clustering phenomenon in deceptive behaviours. Inter-subject
analyses gives general descriptions for the whole corpus, which
helps us locate the significant indicators for automatic deception
detection.

4.1. Feature extraction

In this paper, we focus on the acoustic-prosodic features.
Acoustic-prosodic features were extracted using Praat [22] and
all feaures were L2-normalized by individual subject to mini-
mize the influences from natural differences. Pitch, Intensity,
Formants, Duration, Silence Ratio and their functionals were
selected.

4.2. Intra-subject analysis

There are totally 96 subjects in this corpus with their truthful
and deceptive statements individually. Independent two sample
t-test was performed on each feature to evaluate if the differ-
ence between deceptive and truthful utterances is significant.
Here the significant threshold is set at 0.05 as commonly prac-
ticed. Based on the p values, a significance-indicator vector
P = [b1,bo,..., blg]T is constructed for every subject, where
i =1,2,...,13 is the feature index, and b; = 1 if p < 0.05 for
feature ¢ and b; = 0 otherwise.

With 96 such P vectors, a dendrogram can be created
(Fig. 2) based on the Euclidean distance and the Ward method
[23] for linking and clustering. From Fig. 2, we found that there
are some common significant features within each small group
as listed in Table 1; in other words, each group has a unique set
of acoustic indicators between lying and truth. However, not
all of the subjects have acoustic indicators. The zero-flat part
of Fig. 2 (F group in Table 1) shows that the members in this
group have no significant acoustic indicator when telling a lie
vs. telling the truth.

4.3. Inter-subject analysis

We follow the work in [18] to figure out the acoustic indicators.
All of the p values here are corrected by controlling the false
discovery rate (FDR) at o = 0.05. We compared all truthful ut-
terances with all deceptive utterances and the results are shown
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Figure 2: A clustering dendrogram for intra-subject analysis. X-axis is the subject index and y-axis is the distance between P vectors
defined in 4.2. The red horizontal line intersects with 10 branches and thus separates the subjects into groups A to J in Table 1.

Table 3: Automatic deception detection of SUs with different
demographic groups. Here we show the performance of the
Random forest classifier, trained on all features vs. significant
indicators of each demographic group described in Table 2.

Gender Feature A P R F1
All All 53.87 5536 54.87 53.35
Sig. 53.93 5558 55.05 53.37
Male All 5228 5121 51.51 50.58
Sig. 52.84 5230 52.58 51.74
Female  All 52.18 51.74 51.69 49.71
Sig. 5229 5242 5205 49.39

in Table 2. The symbol at the left of slash(‘/’) is from the ground
truth of the production of interviewees while the right is from
the perspectives of their opponents after hearing the descrip-
tions.

5. Automatic deception detection

An important application related to deception corpus is auto-
matic deception detection [24]. Previous researches mentioned
in Section 2 paid much effort on it but a few of them is Man-
darin DDD corpus. We used two machine learning algorithms
— SVM and Random Forest — to train on all features vs. sig-
nificant indicators only and validated the model with different
demographic groups (e.g. classifying only male or female sub-
jects). Both approaches were implemented using Scikit-learn
[25]. For fair evaluation, we separated our corpus into 5 folds
depending on the demographic group being investigated. (e.g.
if now we focus on the female subjects, we only divide female
subjects into 5 folds for training and testing). Then cross train-
ing was performed and the average results of testing over these 5
folds are reported in Table 3. Only the results of Random Forest
classifier are shown, which turns out to be the better classifier
here. We can see that the significant indicators are useful over
all subjects except female subjects. We thought it was because
the variance between each fold was too large. Some folds could
actually achieve approximately 57% of F1 score but some were
about 40%. We are still figuring out the problems and hope to
add more features in the future. Nevertheless, it still suggests
that these intuitive acoustic indicators contain information that
may be crucial for deception classification when people make
decisions.

1734

6. Discussion and Conclusions

Acoustic-prosodic features chosen here have been proved to
possess certain influences when telling and judging lies [7, 26,
27,28, 29, 30, 31]. It is interesting that the deception behaviour
could be clustered in the corpus. The middle flat part of Fig. 2
shows that there certainly are some people who can talk with-
out acoustical differences between deception and truth-telling.
From Table 2, the second and third formants are not indicators
for male subjects, but results are opposite for female subjects
in the side of production. We speculate that it is because most
of male subjects speak with a smoother tone and in a slower
speaking rate comparing with the female subjects, which might
lead to the distinctively different formants for female subjects
when telling lies. It is interesting when we look at the both
sides at the same time; the acoustic indicators are almost op-
posite across genders. Another thing that surprised us is that
silence ratio is not an indicator for deception production. Per-
haps, the subjects not only hesitated before telling lies, but also
paused before truthful utterances perhaps because they wanted
to prepare credible descriptions to convince their opponents.

We constructed the DDD Mandarin deception corpus and
described the details of the procedure. The clustering phe-
nomenon that emerged from intra-subject analysis implies that
the subjects could be categorized into groups of common decep-
tive acoustic features. T-test from inter-subject analysis identi-
fies the significant features and points out the group differences
between male and female subjects. Then the automatic decep-
tion detection was done and the best classifier achieved the ac-
curacy and F1-score of 53.93% and 53.37%. A meta-analysis of
individual differences in detecting deception for students group
was provided in [32] and got an accuracy of 54.22%. It shows
that deception detection is hard even for human and perhaps
harder when only acoustic-prosodic features are available for
consideration.

Since deception in daily dialogues is a human-to-human be-
haviour, efforts have been made to collect both the question and
the answer sides of the sessions. The scores from EPQ are also
available now. Follow-up studies may consider all the informa-
tion and combine with linguistic and lexical cues for deception
analysis [33, 34]. Hopefully, this corpus can contribute to the
advance of automatic deception detection in Mandarin in the
future.
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